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Motivation

With the ever-increasing number of space science missions the retrieval and merger of the various data sets has become a formidable task, leaving most of the burden on the final user of the observations, the individual space scientists. This proposal aims to develop a decentralized approach of a distributed data search and retrieval method that could be implemented by current and future space science data centers or individual instrument teams.

Even though considerable effort has been put into the development of various unified space science archives (e.g. ISTP CDAWeb, Planetary Data Systems (PDS), etc.), no single coherent or standardized method has emerged that would allow the scientific community to access the ever expanding space science database in a simple and complete way. New missions still create their own unique archival, sometimes one for each instrument on the spacecraft. Moreover, the measurements are stored in a wide array of formats and are made available through a variety of different user interfaces. Thus each user is faced with a vast repository of data with very little aid to locate and retrieve the desired subset of observations. An unobtrusive method is needed to allow scientists to locate the desired data sets without requiring excessive centralization.

Compounding the problem is the fact that there is usually little, if any, metadata to describe the data files.  Very often the data file name itself offers the only clues about the data characteristics – file names may for example, contain dates and/or times that the data was recorded.  Sometimes a file name will contain a couple of characters to indicate another feature of the data such as the instrument or data type.  File naming conventions are not consistent across missions, thus requiring another level of detail the scientist must know and remember.  This basic set of information is often insufficient to properly query the data. The availability, quality or coordinate system of the data, for example, is not captured in a file name.  Without sufficient description of the data, the scientist must retrieve the entire data set, read it and perform some analysis on the data to determine if it is useful.  If sufficient metadata had been available with the data set, much of this effort could be avoided.  The ability for the scientist to find data that meets his/her criteria before actually retrieving and analyzing the data is needed.  

The hodge-podge of Web sites and data access methods can be quite inefficient and cumbersome to scientists who wish to access and use data across many missions.  Clearly, a better and more convenient way of finding and retrieving data is desired to allow the scientists to work more efficiently and concentrate on doing their analysis rather than doing searching and retrieval of data sets.  With new NASA programs, such as Living with a Star (LWS) and Solar Terrestrial Probes (STP), an unprecedented number of new data sets will be produced in the upcoming years. Therefore, new architectures must be considered to address the problem of data access and retrieval.

The Advanced Architecture for Data Set Retrieval system (AADR) focuses on these challenges by providing a decentralized approach that facilitates efficient distributed computing and allows for a distributed expansion of search and access capabilities.

Objectives

The objectives of the proposed Advanced Architecture for Data Set Retrieval (AADR) system are to:

1. Develop a general purpose, cross-platform, distributed architecture for enabling characterization and selection of remotely archived science data;

2. Implement a prototype set of software that employs this architecture and demonstrates access and selection of science data, specifically using existing data sets of interest to the space scientist, such as publicly accessible magnetometer, plasma and wave data.

The prototype will provide a data portal for accessing magnetometer data from two missions.  The equipment for the portal and data archives will be provided in collaboration with space scientists from the Electrodynamics Branch (code 696) and with the Advanced Data Management and Analysis Branch (code 587).  For the database, MySQL will be used.  MySQL is a multi-threaded, multi-user, and robust SQL (Structured Query Language) database server.  MySQL is free software distributed by MySQL AB.  The Apache HTTP Server will be used to handle the user requests from web browsers over the Internet.  Apache is a freely available, open source Web Server used by many sites today.  The Apache HTTP Server is available through the Apache Software Foundation.  For the data, WIND and IMP8 magnetometer data will be used.

The main functions to be demonstrated by this effort are:

1. To create the Jini infrastructure by building the Jini Lookup Server, the Service Registration module as part of the archive development, and the Service Handler Module as part of the portal.  With these functions, the Jini network structure will be established.  In Phase I the prototype will demonstrate how archives can be added and removed through the Lookup Server and demonstrate the capability at the portal (via the Service Handler) to handle these changes.

2. The portal will contain a simple user interface with a basic searching capability on the indexed data. The OAI metadata harvesting protocol will be used to gather the descriptive data once the archive has registered with the Lookup Server.  The descriptive data will then be stored in the MySQL database to be used by the search capability.

3. Descriptive data fields will be defined and the descriptive data generated on the archives for the test data sets.  Two pre-existing magnetometer data sets will be used for the descriptive data definition, with only some of the content described.  

4. Once the user of the data sets of interest makes the selection, the data sets will be returned to the user by connecting the user directly to the archive.

The development of the Jini related software would be adapted from the Jini work done as part of the Jini Object Information Network (JOIN) project.  JOIN is a software development/prototyping effort within NASA GSFC’s Advanced Architectures and Automations Branch (Code 588).   The JOINed Digital Library (JDL) for Science Education is being developed in conjunction with the JOIN project.  This system is being developed for GSFC's Earth Science Education and Outreach department (Code 900).

Relevance of Proposed Work

The proposed work is of interest to scientists who routinely need to have disparate sources of data for their analysis work.  Given the large volume of data currently available, and the fact that new missions such as Living With A Star will produce orders of magnitude more, new architectural frameworks are needed to organize and characterize this vast amount of data in a way convenient for the scientist.  The AADR could be used to incorporate existing archives as well as future archives.  By using Java and XML components, future hardware and operating system changes can be handled seamlessly, a major cost saving factor.







