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Solar Dynamics Observatory science data system requirements
As described in the preformulation study and Science Definition Team (SDT) report, the Solar Dynamics Observatory (SDO) mission will represent a fundamental change in the way multiple-instrument solar physics missions approach the challenge of accumulating optimal, coordinated data sets. Skylab, SMM, and SOHO used  daily meetings of instrument teams at a central planning facility to accommodate PI-team- and guest-observer-requested observing requests. The multiply-dimensioned trade space defined by limited telemetry, spatial resolution, spectral resolution, photon statistics, and observing cadence required continual compromise. SDO, however, should lower the cost and complexity of obtaining the observations by providing the telemetry bandwidth and instrument accommodation to obviate any such compromises — and complex science planning.

That dramatic increase in telemetry also represents a challenge to the solar physics community: providing a data system that (1) ingests over a Tbyte a day of data, (2) offers access to all of the data online to solar-terrestrial researchers anywhere in the world, and (3) includes data reduction and analysis software generated by the user community.

Candidate instruments

According to the SDT report, the candidate instrument complement for SDO should include a Helioseismic/Magnetic Imager (HMI), Atmospheric Imaging Array (AIA), EUC Spectral Irradiance Monitor (ESIM), and a Coronagraph (COR). Desirable instruments that may or may not fit in the resource profile include a photometric mapper, UC/EUV spectrometer, and a vector magnetograph. The nominal data ingest requirements derived from the SDT report are given in Table 1. 

Instrument
“image” size (16-bit)
cadence (s)
Net compressed data rate (Mbps)

HMI
4096 x 4096
3/minute
25

AIA
4096 x 4096
36/minute
20 – 50

ESIM
1200 x 1
6/minute
< 1

COR
4096 x 4096
1.2/minute
1

Spectrometer
TBD
TBD
15 – 30

Ph. Mapper
TBD
TBD
5

VMG
TBD
TBD
5

Table 1. Expected SDO image sizes, cadences, and downlink rates

The total available bandwidth is currently planned to be 100 Mbps, for a total, compressed  downlink of ~ 1.1 Tbyte per day. Storage of TRACE data is already accomplished in compressed format at the PI and SDAC archives, and it is expected that, given the minimal CPU overhead necessary to decompress images using typical compression schemes, storage of compressed images is the likely method for the “raw” but scientifically useful SDO data. (Note that we include one-dimensional spectra from ESIM and images from a UV/EUV spectrometer that might have spectral and spatial axes under the term “image.”) With the exception of the last two candidate instruments, smaller-format versions of all these devices exist today, on board SOHO  and TRACE, and are indevelopment for STEREO.

Likely data products
HMI
AIA
ESIM
COR

Dopplergrams
Photon flux images
calibrated

spectra
Polarized brightness images

 Magnetograms
movies
time histories of spectral channels
movies

Polynomial fits




Other time series




&c.




Table 2. Typical SDO data products
Table 2 lists typical data products for the four “core” SDO instruments. None of the requirements for these products is new, as such products are produced daily by SOHO instruments — at considerably smaller volume. Such re-use is a critical feature of the low-cost approach to science data systems favored by solar physics community. The only thing that should be hard about SDO is examining all the data!
Data analysis tools and services

A large fraction of the non-helioseismology solar physics community uses the Solarsoft tree of routines written in the proprietary IDL language. The tree includes branches for each major solar physics mission, as well as ground-based observatories’ data, plus generic routines. Each mission tree further branches into instrument-specific routines, and includes basic data reduction tools such as flat-fielding, calibration, &c., and features syntactically similar routine calls for generic image extraction for Yohkoh  SXT, EIT, TRACE, &c. The Solarsoft tree represents a powerful analysis capability for SDO that leverages past work with similar instruments. In some cases, no lines of code may need to be changes, since IDL dynamically determines array sizes.

The helioseismology community depends heavily on “homegrown” software plus community-supported tools. As yet, there has not been much demand for software across the subcommunity boundaries, except for standard data products such as magnetograms produced by current HMI analogs. This applies to those using groundbased data as well as spacecraft data.

An as yet unknown set of requirements will be determined by the new generation of “SEC system” scientists that are equally at home using solar, heliospheric, and geospace data. The best way to prepare for such users is not to guess what their needs will be, but to build a solid foundation based on the community-supported tools currently in use by narrower communities.

A Tbyte a day: so what?

No one who currently manages solar physics archives has difficulty imagining relatively inexpensive ground data systems that will serve 3 – 4 Pbyte per decade to the scientific community using the Internet. The cost of network-attached storage (“NAS”), based on RAID systems freed from the system administration overhead of interactive operating systems, continues to fall by more than a factor of two each year. Such “filers” are already in use in the solar physics community, including at the Solar Data Analysis Center at NASA Goddard, where the filers are used to serve Yohkoh, TRACE, and SOHO data. Those data accumulate at a rate of only 1 – 1.5 Gbyte a day, but storage requirements for SDO data should easily be met by off-the-shelf systems available in 2006 and beyond.
